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Artificial Intelligence (AI) Policy

Summary
RCOphth embraces AI as a transformative tool that can enhance professional learning, data management and operational efficiency. However, it must always be implemented within a framework of ethics, transparency and accountability, reflecting the College’s Royal Charter duty to serve both its members and the public with integrity and excellence.

Purpose and scope
This policy establishes the principles and standards governing the responsible use of artificial intelligence (AI) across the Royal College of Ophthalmologists (RCOphth). It applies to all employees, contractors and partners who use, develop or procure AI-enabled tools or services on behalf of the College.

The purpose of this policy is to ensure that AI technologies are implemented ethically, transparently, and in compliance with applicable laws – including the UK General Data Protection Regulation (GDPR), the Data Protection Act 2018, and relevant professional standards. The policy supports RCOphth’s mission to champion excellence in the practice of ophthalmology for the benefit of patients and the public.

Governance and accountability
RCOphth maintains clear governance structures to oversee the responsible integration of AI technologies in its operations, education, examinations and communications.

· AI Oversight Lead: The Director of People & Resources will act as the designated AI Oversight Lead, responsible for ensuring that AI systems adhere to College policies, data protection requirements, and ethical standards.
· Trustee Board oversight: As part of its legal responsibilities, the Trustee Board will review risks on a quarterly basis and ensure appropriate safeguards are in place.
· Transparency and explainability: All staff must be able to understand, explain and justify any significant AI-driven decision or output used in their work.
· AI must never replace human accountability in areas involving professional judgment, member assessment or policy formation.

Data protection and GDPR compliance
All processing of personal or special category data via AI tools must comply with GDPR principles of lawfulness, fairness, transparency, purpose limitation, data minimisation, accuracy, storage limitation, integrity and confidentiality.

· Data minimisation: Only data strictly necessary for the intended purpose may be processed.
· Lawful basis: Personal data may only be used within the lawful bases defined in Article 6 of GDPR (e.g. consent, contractual necessity or legitimate interest).
· Special category data: As RCOphth handles health-related information, explicit consent and additional safeguards may be required for any processing involving member, trainee or patient data.
· Data security: AI tools must employ encryption and secure storage methods approved by the College’s IT team.
· Automated decisions: No AI system may make decisions that significantly affect individuals (such as membership, examination outcomes or employment) without a meaningful human review process.
· Third-party AI tools: Vendors must demonstrate GDPR compliance through Data Processing Agreements and adequate technical and organisational safeguards.

Breaches or suspected misuse of AI or data must be reported immediately to the Data Protection Officer (DPO), the Director of People & Resources.

Ethical principles for AI use
AI applications must align with RCOphth’s core values of improvement, inclusion, innovation and integrity. Staff should ensure all AI use reflects the College’s impartial, evidence-led and member-centred approach.

Key ethical principles include:
· Human oversight: AI supports, not replaces, human expertise and decision-making.
· Fairness and inclusivity: AI systems must be tested to avoid bias or discriminatory outcomes.
· Transparency: Users must disclose when AI-generated analysis of data has been used.
· Accuracy: AI outputs must be verified against authoritative College standards or published evidence before dissemination.
· Confidentiality:  Data must never be input into public AI platforms and consent is acquired before any special category data is processed. 
· Accountability: Each department remains responsible for the ethical and lawful use of AI within its remit.

Acceptable use and operational guidelines
The College provides employees with a ChatGPT Business license, data must never be input into a public AI platform. This is our AI tool of choice in partnership with SmartImpact to provide employees with a safe AI environment.

All staff using AI technologies must follow these operational principles:
· Permitted use: AI may be used to support administrative efficiency, content drafting, data analysis, research and communication – provided accuracy, confidentiality and human review are maintained.
· Prohibited use: AI must not be used to process sensitive data without authorisation, generate misleading content, impersonate individuals or make decisions affecting professional standing or assessment outcomes.
· Content verification: Any AI-assisted text, analysis or report must be reviewed by a staff member and, if appropriate, gain clinical sign off before publication or circulation.
· Training and awareness: All employees will receive annual training on responsible AI use, data protection and ethical standards.
· 
Intellectual property and transparency
RCOphth retains ownership of all content generated using AI tools in the course of employment. Any AI-generated materials must include clear attribution or disclaimer where appropriate.
· AI outputs used in official College documents or communications must be reviewed and approved by the content owner, line manager or Clinical Lead.
Enforcement and compliance
Non-compliance with this policy may result in disciplinary action under RCOphth’s HR procedures. Persistent breaches or wilful misconduct involving data misuse may lead to dismissal or legal proceedings under the Data Protection Act 2018.

Related policies
This document should be read alongside:
· Confidentiality and Data Protection Policy
· Acceptable Use of IT Policy
· Equity, Diversity and Inclusion Policy
· Document Retention Policy
· RCOphth Code of Conduct
All policies are available via the employee Intranet.
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